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Background

The University of Florida has been using and involved in IPv6 since June 2000 when the NERDC connected to a worldwide test bed network known as the 6bone. UFL brought up native IPv6 peering with the Internet2 (Abilene) network in July 2002. IPv6 was used strictly in a lab only mode from that time to the present, and this was due to the demand and available content. IPv6 has in the past been a developmental exercise and a solution in search of a problem. Network Services (NS) has continued to study the operation of the protocol to prepare for the eventual implementation of IPv6. The time has come for CNS to push forward with a production quality IPv6 offering using a /48 delegation that UFL just recently received from Florida LambdaRail (FLR) due to worldwide exhaustion of the IPv4 address pool.

Purpose

· Deploy a production quality IPv6 offering over the UF core network and baseline support within the CNS datacenter network.

· Develop production quality support services for IPv6

· DNS

· DHCP (where necessary)

· Develop an addressing/delegation plan for the main UF campus network as well as other organizations such as HealthNet, Shands, DHNet and off-campus networks.

· Develop testing and documentation of “modern” client operating systems using IPv6
Scope
This includes all the work necessary to deliver IPv6 services to the UF core and CNS datacenter.  This does not include the work necessary to put IPv6 into building networks. That should be considered as a parallel update to the NS building Design Standards and a separate project. The outcome of that project will dictate the specific Wall-Plate IPv6 offering (such as IPv6 DHCP support, security ACL support, etc).
Approach 

We could proceed as follows:

· Address Plan

· EWAN (IPOP)

· Code Upgrade

· IPv6 Rollout using new FLR space

· Core

· Code Upgrade

· Core DS

· Nexus

· Code Upgrade

· Nexus DS

· IPv6 Rollout

· Core

· IPv6 Rollout

· Lab

· IPv6 Rollout 

· Final Round of Client Testing

· CNS Datacenter

· Code upgrades

· IPv6 Rollout
Support services (DNS/DHCP) will be worked on in parallel and should be completed by the time IPv6 is in the lab.
Architecture 

This will be just another protocol running on the UF core network, so there will be no difference in architecture between the existing IPv4 network and the new IPv6 offering. Current IPv4 access control lists will be adapted to IPv6 so the security policy will also remain consistent with current policy. This architecture should also apply to HealthNet and DHNet.
Budget 

IPv6 support has been a central consideration in CNS core and data center purchasing decisions for several years.  As a result this project should not require any additional budget. 
Considerations 

· Based on past IPv6 addressing plans, its our opinion that the FLR /48 recently provided to UFL could cover main campus, DHNet, and optionally HealthNet.  Shands would probably be best served by a separate /48 which would be requested of UFL and in turn of FLR.  This would be contingent on satisfying ARIN requirements for allocations of greater than a /48. UFL would be the owner of record for all IPv6 address space.

· IPv6 may be extended into HealthNet and DHNet as soon as the core upgrades are complete. 

· It will be the responsibility of users to insure that IPv6 works correctly on their systems hardware and software. This also applies to HealthNet and DHNet network hardware and software.

· The code upgrades on the Nexus routers is dependent on the WiSM blades being relocated to the dedicated WiSM chassis.

· IPv6 rollout into the CNS Datacenter will not initially support advanced services such as load balancing, but basic connectivity.

· Current IDS systems may not support IPv6. A rollout into Wall-Plate or the CNS Datacenter may be dependent on that support.

· Current NMS systems will need to be adapted to monitor for IPv6 specific events.

